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Abstract

This report documents parts of the research in the Self Mobile Space Manipulator (SM 2)
project at Carnegie Mellon University. We develo,3d Fuzzy Logic Friction Compensation
schemes that improve motion performance of SM . Both static and dynamic errors are
reduced. Also, we propose Fuzzy Inverse Kinematic Mapping to resolve the redundancy
problem in SM2. The proposed scheme works identically for redundant and non-redun-
dant robots, does not require any constraints to be imposed on the robot configuration and
provides a closed-form solution. We investigated this scheme in simulation and then
implemented it for real-time teleoperation of SM 2.
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1.0 Introduction

1.1 Problem Statement and motivation for research

The Self Mobile Space Manipulator (SM 2) has been designed and built to work on Space
Station Freedom. The robot is very light-weight, and thus highly flexible. Due to the light-
weight structure and the zero-gravity-environment, the torques necessary to drive the
robot are much lower than the torques required in industrial applications. Therefore, the
relative torque necessary to overcome static friction is significant, in our application about
30% of the peak torque, compared to about 3% for normal industrial robots. Joint friction
is difficult to model, because it is a function of configuration, payload and velocity, while
simple friction compensation methods are not effective enough and also difficult to tune.
Therefore, we have approached this issue by applying Fuzzy Logic friction compensation
obtained directly from experiments.

The second problem is the fact that SM 2 is a redundant robot. Inverse Kinematics for
redundant robots requires an explicit task model, and optimization function, and environ-
mental model, and depends on numerical computation. This is a severe draw-back for
real-time implementations, especially for teleoperation controlled robots, such as SM2.
Furthermore, many schemes display degenerated performance at singular positions.

We propose to use Fuzzy Logic for the Inverse Kinematic Mapping. It is independent of
the number of links, results in zero steady-state-error and requires no optimum criterion or
model. The usability of the approach has been demonstrated by implementing the pro-
posed method for the real-time teleoperation of SM2 .

1.2 Fuzzy Logic and Fuzzy Control

A Fuzzy Logic Controller (FLC) is a controller that differs from a conventional controller
(such as PID) mainly in that it works internally with Fuzzy variables. It comprises a
knowledge base with definitions of membership functions and a rule-base, a decision-
making logic, and interfaces to and from the physical world which allow the conversion
from Fuzzy values into crisp values and vice versa.

A control cycle typically consists of taking process variables as input, converting them to
Fuzzy values, applying the input to the rule-base and deriving a Fuzzy control action, con-
verting this Fuzzy control action to a crisp value, and giving this crisp value to the con-
trolled process as control action. The following paragraphs explain Fuzzy variables and
rule-base in more detail.

Fuzzy Variables are used to describe vague concepts such as high error or little oscilla-
tions. These concepts are defined by a membership function p., which maps the values of
the universe of discourse onto the interval of real numbers from zero to one:

Rt: u-4 [0;1] (EQ 1-1)

Problem Statement and motivation for research



The degree of membership 9D (x) denotes how appropriate it is to represent x by the
Fuzzy value D. The membership functions that we used in this project are piecewise linear
functions, and samples of the available types are shown in Figure 1.

Figure 1 Implemented membership function types for SM 2 project.

Fuzzy rules are of the form

IF (inl = u) AND (in2 = v) THEN (out = w),

where in), in2 and out represent Fuzzy variables, and u, v and w are Fuzzy values.

In out project, the sentence connective 'AND' and the implication are based on the alge-
braic product. The weight cx of a rule is hence determined by

(x = g. (inl) •-tg, (in2). (EQ 1-2)

The defuzzified output of the FLC is derived as

(X 0i * wi

UFLC - (EQ 1-3)

with cci = weight of the i-th rule, wi = consequent of the i-th rule, and i indexing all rules in
the rule-base. This requires that the consequent wi of each rule is a Fuzzy singleton (i.e. a
Fuzzy set with only one value at which the membership function is 1.0). 1

1.3 The SM 2 system

The Self Mobile Space Manipulator (SM 2 ) is a seven DOF, 1/3 scale version of a robot
designed to work on the trusswork of Space Station Freedom. Scaling rules have been
used to keep dynamic parameters of the scaled-down robot (such as natural frequencies,
masses, stiffness) similar to those of the full-sized one. Designed for zero-gravity environ-
ment, SM2 is very light-weight and very flexible. It provides mobility and manipulation
capabilities and can assist astronauts in maintenance, inspection and transportation tasks.

1. Alternatively, wi can be considered as the center of gravity of an arbitrary membership function. Neglect-
ing overlap in the output membership functions, we use a center-of-gravity method in determining the output
of the FLC.

2 The 8M• ysemm



As depicted in Figure 2, SM 2 is designed symmetrically, with two flexible links connected
by a rotary joint, and a node and a part gripper on each side. For the work reported here,
one node gripper is always attached to the trusswork, which makes the remaining chain of
links to the opposite end-effector (part gripper) a seven DOF robot. This end-effector may
be used for manipulating objects. Locomotion of SM 2 is performed by moving the unat-
tached node gripper it a node, attaching it there, and releasing the previously attached
node gripper. To simulate realistic working conditions, the robot is attached to a gravity
compensation (GC) system, which supports the free end of the robot at two points. The
GC works actively in the x-y - directions and passively in the z - direction.

SM 2 can be operated in two modes, autonomous motion and teleoperation. For developing
Fuzzy friction compensation, we performed the experiments in the autonomous motion
mode. The implemented Fuzzy Inverse Kinematic M.apping was tested in teleoperation
mode. A diagram with relevant control modules for both operation modes is shown in Fig-
ure 3.

Figure 2 Model of SM 2 with enumeration of joints

Free EndNode Grippers

8 96
Fixed End

"General Purpose
Grippers
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Figure 3 Relevant control modules in SM 2
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2.0 Fuzzy Friction Compensation

In this chapter, we will briefly introduce friction theory and then propose fuzzy friction
compensation schemes. Experimental results will be discussed, and the proposed schemes
are compared to the scheme with constant friction compensation torque used in SM2.

2.1 Friction theory

First, we will give a definition of Coulomb friction (12]:

Coulomb friction is a dissipative force that appears at the contact surface of two
bodies In relative motion. The Coulomb friction force always opposes motion and
its magnitude is Drooortional to the normal forces at the points of contact. The
coefficient of proportionality is called the Coulomb friction coefficient.

We distinguish between static and dynamic friction. "Dynamic friction" refers to the case
when there is relative m~otion, and "static friction" refers to the case when there is no rela-
tive motion.

Dynamic Coulomb friction coefficient: this coefficient is denoted by ;i and depends
on the nature and the relative velocity of the bodies In contact.
Static Coulomb friction coefficient: when there Is no relative motion, the magni-
tude of the Coulomb friction force assumes the value required to ensure that rela-
tive motion will not occur. However, the value of the stati Coulomb friction force
cannot be greater than the normal force times the static Coulomb friction coeffi-
cient PI. [121

Friction is difficult to model, since it is a highly non-linear function of several parameters,
such as joint velocity, robot configuration, and payload. Due to the complexity of friction
models, in robotics often an aggregate friction model is used. As an example, a simple
model (the kineldsta•ic model) is shown in Figure 4, along with a more complex model
(from [10]).

Figure 4 Friction force ve. velocity. (a) Klnetic I Static Model (b) Complex Model

VAN=m Pur IPAN" fil

(1 _Vd_ _ *1". - "

Armstrong (21 provided ml evidence for the negative slope for very low veloci-

ties (area 'A' in Figure 4). The result is shown in Figure 5. This negative slope and a hys-

Friel.on themY



teresis effect ([10]) for very low velocities make stable control difficult. To describe the

effect observed in Figure 5, Tustin's exponential model is usually used. Details can be
found in [2] and [5].

Figure 5 Friction as a function of velocity at low velocities, fit with Tustin's exponential model

z S• OBi'mok .Aucy
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C
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(.1 . ... ; ii ... :; s....~
9, Z; 11S I .'YIW.S 11.2 li7as

Velocity (Rod/sac)

For moderate velocities, friction increases smoothly with the velocity. In this region
(marked 'B' in Figure 4), friction is a combination of Coulomb friction and viscous fric-
tion (10]. Coulomb friction can be described by

Fhicaon= 91FMsgn(velocity) (EQ 2-1)

with FN = normal force of contact and p = coefficient of friction.

We see from (EQ 2-1) that friction forces are discontinuous at zero velocity [10]. Experi-
mental validation for the kinedclstatic model is shown in Figure 6 [2].

6 Friction theory



Figure 6 Frkction torque as a function of velocity
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Effect on control

Friction manfsn t itsl through various efet on control. If the control does not com-
pensate for friction, we usually encounter large steady stm• er and tracking lags. Due.
to additional nonlinear couplings among the joints, which are introduced by friction, and
the complexity of the friction models, control is usually designed on basis of an inaccurate
model.

Overcompensation in inexact models has been shown to lead to limit cycles [5]. Also, the
discontinuity of the friction fre near zer velocity may cause soick-slp-lhavior 1101

Friction ompensats on with constant tocoue

in Sef2, friction has been compensated by the sthead dspicted in o igure 7. If the magni-

tade of the position error e exceeds a value 8o a constant friction compnsation ,ue of
value mo is applied. o The sign of the torquo is sual y de sign of the input variable e.

Figure 7 Friction compensaton with constant comperanu tcqua
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Motivation for Fuzzy Friction Compensation

The compensation scheme as shown in Figure 7 does not sufficiently represent the inher-
ent nonlinearity of the relation of friction forces to configuration, payload and joint veloc-
ity. Though it reduces steady state error, it is not very efficient for dynamic errors.
Furthermore, the empirical tuning of the parameters 8 and r0 is a difficult task, since the
quality of the compensation scheme varies significantly for small changes in the parame-
ters.

2.2 Proposed schemes

We have designed friction compensation schemes based on some facts presented in the
section on friction theory (see page 5). Different input parameters, such as position error,
velocity error, velocity, and combinations of these, have been used in the proposed
schemes. We designed a different set of membership functions for each joint, which
accounts for different physical properties of the joints. The Fuzzy friction compensation
schemes have been implemented in joints 1 to 3. These are the joints that contribute most
to the position error.

Two schemes have been examined. The first one uses the FLC to generate an additional
friction compensation torque which is added to the regular joint torque produced by the
PD-controller and the inverse dynamics. We call this approach "Hybrid Fuzzy/PD con-
trol". The second method is based on a regular PD-controller structure, with the parame-
ters tuned by the FLC. This approach is called "Fuzzy-tuning PD control".

2.3 Hybrid Fuzzy/PD control

This method is represented in the diagram shown in Figure 8. Examined input parameters
were the following entities and combinations thereof:

"• position error e

"• velocity error e

"* desired (reference) velocity vd

"• measured (actual) velocity v'

The output of the FLC was added to the output torque of the PD controller. (PID controller
was investigated, but led to weaker performance, especially as far as the steady state error
is concerned.)

Proposed scheine.



Figure 8 Structure of hybrid Fuzzy/PD control

kpe + 6

e PD

...v._J., vm_ FLC

(' = appled torque, rp = fricdon cwmpesation torque).

Considering that friction forces depend on the relative velocity of the two bodies in
motion, the first question that arises here is: "Why do we use position error as input?"

Conceptually, a position error in our control structure with control cycles of constant
length is equivalent to a relative velocity. The controller input is a position enror e. Assum-
ing ideal controller and ideal robot, the controller will issue a control command such that
the error is zero in the next control cycle. The (ideal) robot will thus move the distance e
within one control cycle Tc , which leads to a velocity v

v = e/Tc. (EQ 2-2)

Thus, the desired velocity of the robot is directly related to the position error.

2.3.1 Position error as input

This scheme uses only position error as input to the FLC and will later be referred to as
"hybrid error-only scheme". The position error was represented by the following fuzzy
values:

NB = 'negative big'
NM = 'negative medium'

NS = 'negative small'
ZE = 'zero'

PS = 'positive small'
PM = 'positive medium'

PB = 'positive big'

The membership functions for joint 1 can be found in Figure 9.

Hybrid Fuzzy/PD control 9



Figure 9 Membership functions for joint 1 - hybrid error-only scheme

• •lnb nm no 1e -PS Rm pb .

-. 0873.-0-0175 .0.0025 0.0025 0.0175 0.0873 . [r,,d]

The output variable was represented in the same categories (NM, ZE, PB .... ). However,
these fuzzy values for the output were defined as fuzzy singletons. The used values were
normalized and evenly distributed between 0 and 1 (or between 0.5 and 1 for some exper-
iments):

fuzzy value output value
NB -1.000
NM -0.667
NS -0.333

ZE : 0.000

PS : 0.333
PM : 0.667

PB : 1.000.

For joint 2 and 3, the membership functions were of the same structure, although with
slightly different values.

All joints shared the same rule-base, which is presented in Table 1.

Table 1 Hybrid error-only scheme: rule-base for joint 1 - 3

Error: e_NB eNM eNS e-ZE e-PS ePM ePB

Output: oNB oNM oNS oZE oPS oPM oPB

The main difference in the joints was the output scaling factor. To facilitate experiments
and support a more unified representation, a normalized output had been derived in the
FLC, which then was scaled by a scaling factor unique to each joint. Typical values were
4500, 2800 and 2800 for joint 1 to 3, respectively. We found that the steady state errors
were reduced significantly, as compared to the scheme with constant friction compensa-
tion torque. This holds especially for joint 1.

It was a common experience in all experiments that the motion performance for joint I
was improved the most by introducing Fuzzy friction compensation, and the performance
was also more stable than for joint 2 and 3. This has been mostly attributed to the gravity
compensation system. The GC is active in x-y - direction, which affects mainly joint 1. In

10 Hybrid Fuzsy/PD control



z - direction, the GC works passively (counterweight and pulleys). Also, the point of sup-
port is fixed. For these reasons, joint 2 and joint 3 are more affected by the deficiencies of
the GC and hence show less improvement.

For the standard experiment, which consisted of moving from one node to another on a
linear path (in Cartesian space) in five seconds, shown in Figure 10, we obtained the fol
lowing averaged results:

Table 2 Hybrid error-only scheme: average results for standard experiment (5 sec)

Steady state error:
NI-->N2 N2-->N1 Average

Jtl 0.034 0.033 0.034
Jt2 0.076 0.102 0.089
J3O 0.217 0.117 0.167

Figure 10 Hybrid error-only scheme: path for standard experiment

Robot

N2

Path

Space
Station
Trusswork

Nid

Further numerical and graphical results may be found in section 2.3.3 on page 12.

2.3.2 Position error and velocity as input

Now, we have considered a scheme that uses position error and reference/measured veloc-
ity as input parameters. The idea was to improve the dynamic performance of the system
by reducing tracking lags. Velocity can represent one of the robot states, and this informa-
tion can help to adjust the compensation scheme. For example, the compensation torques
might be increased for very low velocity to overcome static friction. To consider the new
input parameters, the rule-bases had to be adjusted.

The use of the measured velocity has not proven to be very promising. Although concep-
tually appealing, we could not use the current robot state as given in the position and
velocity values to predict the motion tendency and accordingly modify our output. The use
of measured velocity led very easily to unstable behavior of the robot. For stable behavior,
a trade-off between both considerable overshoot and steady state error had to be made.

Hybrid Fuzzy/PD control 11



Using the reference velocity instead of the measured one improved stability significantly.
On the other hand, the necessity for a trade-off between acceptable overshoot and accept-
able steady state error was still present, although to a slightly smaller extent. It should be
noted, however, that, as expected, the dynamic errors, as compared to the scheme with
only position error as input, were reduced significantly for both measured and reference
velocity as input. To give an idea of the changes, some figures will follow. Comparing the
scheme with reference velocity and position error to the scheme with only position error,
the

dynamic error) decreased by 30%
maximum position error decreased by 40%

steady state error increased by 735%

Though the steady state error rose relatively much, the new result with 0.285 0 is still well
within our limit of 0.50.

Position error and velocity error as input variables

Using both position error and velocity error as input parameters to the FLC didn't yield
any promising results at all. This scheme was not investigated any further.

2.3.3 Comparison study

To evaluate the performance of the Fuzzy friction compensator, a comparison study was
conducted for three types of friction compensation schemes:

"* PD-controller with constant friction compensation torque ('PD')

"* PID-controller with constant friction compensation torque ('PID')

"* PD-controller with fuzzy friction compensation ('FFC')

The controllers were individually tuned to yield highest performance.

The experiment we conducted was the movement of the robot tip from one node to
another, on a linear path, with constant tip orientation (see Figure 10). The major move-
ment was carried out by joint 1. Due to the linear path and the constant tip orientation, the
trajectory also involved changes in joint 2 and joint 3 position.

In the following Table 3, we see the performance for each compensation type. The results
correspond to the movement from node NI to node N2, from N2 to N1, and the average of
these two results. The experiment was carried out in five seconds. Steady state position
error was measured at fifteen seconds after the start of the experiment.

1. as given by the integral over the position error magnitude
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Table 3 Comparison of different compensation schemes- Steady state position error [in degrees] for

a movement from one node to another in 5 seconds

Controller type Joint I Joint 2 Joint 3

PD 7.283 4.574 5.929 0.515 0.077 0.296 0.887 0.332 0.609

PID 0.120 1.339 0.730 0.046 0.539 0.293 0.314 0.051 0.183

Fuzzy Logic 0.034 0.033 0.034 0.076 0.102 0.089 0.217 0.117 0.167

Table 4 contains the results of the same experiment, now performed in ten seconds. The
robot moves here at very low speed, and therefore the effect of static friction is significant.
Furthermore, the membership functions had been developed for a five second movement.
Steady state error was again measured at fifteen seconds after the start of the experiment.

Table 4 Comparison of different compensation schemes- Steady state position error [in degrees] for

a movement from one node to another in 10 seconds

Controller type Joint I Joint 2 Joint 3

PD 7.632 5.268 6.446 1.784 1.615 1.699 3.345 3.021 3.183

PID 0.496 1.886 1.191 0.501 0.603 0.552 3.264 2.290 2.777

Fuzzy Logic 0.014 0.060 0.037 0.289 0.800 0.545 1.348 0.485 0.917

To help visualize the improvement in the results, we present the averaged results again as

pair-wise comparison of the different compensation schemes. The values denote the ratios
of the second result with respect to the first one.

Table 5 Relative error for different compensation schemes in 5 sec - experiment

Compared schemes Joint I Joint 2 Joint 3

PID/PD 12.31% 98.99 % 30.05 %

FFC/PD 0.57 % 30.07 % 27.42 %

FFC/PID 4.66 % 30.37 % 91.26 %

Table 6 Relative error for different compensation schemes in 10 sec - experiment

Compared schemes Joint 1 Joint 2 Joint 3

PID/PD 18.48 % 32.49 % 87.24 %

FFC/PD 0.57 % 32.08 % 28.81%

FFC/PID 3.11 % 98.73 % 33.02 %

The comparison shall be concluded by some plots that correspond to the numerical results.

Hybrid Fuzzy/PD control 13



Figure 11 Comparison of steady state position error for different friction compensation schemes -
S sec - Experiment
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Figure 12 Comparion of steady state pomition error for different friction compensation schemes.
10 sec -Experiment
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2.3.4 Summary

For joint 1, a significant reduction in steady state position error (to 0.6 %) could be
achieved when compared to the PD controller with constant friction compensation torque.
The steady state position error for joint 2 and joint 3 was reduced to approximately 30%.
Compared to PID control with constant friction compensation torque, the result showed a
reduction to values between 30% and 90% of the original value. The results differ between
the two movements (N1->N2, N2->NI) due to residual gravity effects.
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2.4 Fuzzy-tuning PD control

The second approach uses an FLC to tune the parameters kp and k, of a conventional PD-
controller:

u = kPe + ke (EQ 2-3)

with u = control signal (which is used to compute the torques r), e = joint position error,
and kp and k, = PD parameters, tuned by the FLC.

We realized soon that the scheme wouldn't reach the performance of the hybrid error-only
scheme," nless we included some further information.

Since we try to reduce both steady state and dynamic errors, we set priorities as follows:

"* at the beginning and especially at the end of the trajectory, the position error is more
important.

"• in the middle of the trajectory, we are more concerned about the velocity error.

This additional "knowledge" was incorporated in a parameter that we called 'rate' r. The
rate was used to weigh the kPe and kvdi contributions, and it was also tuned by the FLC.
The present scheme is now as shown in Figure 13. The output of the scheme is

r = ( 1 - r) kPe + rkve (EQ 2-4)

Figure 13 Fuzzy-tuning PD controller

e

¢t 17LC

The parameters have been modeled as follows:

"p was constant for large values and increased for small velocities. This ensured that
kPe was above a minimum value, until e dropped under a very low value.

" kv was designed such that kve matched the dynamic friction model. Actually to make
the design easier, we replaced the term kve by k,• (2 • sgn(e) + e) which can be
rewritten as kv• sgn (e) • (2 + I•)e. This allowed us to easily model torques like the
one shown in Figure 14.
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Figure 14 Vhlocity error contribution to the friction compensation torque
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Compared to the hybrid error-only scheme, we achieved an improvement in dynamic error
(as represented by the integral over the error magnitude), but the result for the steady state
error was not as good. Compared to the hybrid error-only scheme2 , the

dynamic ae decreased by 21%
maximum enor decreased by 23%

steady state eror increased by 410%.

The value for the steady state eor was 0.170, which is still well within the objective of
0.5 0, and well below the result of the PID controller with constant friction compensation
torque (see Table 3 (p. 13)). When compared to the hybrid error-velocity scheme pre-
sented in section 2.3.2 on page 11, we see that the performance of this scheme cannot be.
reached as far as the dynamic ror is concerned. However, for the steady state error, this
PD-tuning scheme is bettec Furthermore, the PD-tuning scheme reduces dynamic error by
55% when compared to a PID controller with constant friction compensation torque.

2. These values apply to joint 1.
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Two other points are in favor of the PD-tuning scheme when compared to the hybrid error-
velocity scheme. First, the results for the steady state error were much more consistent for
this method (i.e. the variance was much smaller). Secondly, this scheme was very stable,
in the sense that it was quite insensitive to the values of the output-scaling factors. The
hybrid error-velocity scheme on the other hand was very sensitive. For that scheme, it was
not easy to find output-scaling factors that would show an acceptable performance and
though not easily lead to oscillations. The method presented here didn't display this effect.
It was much easier to find parameters for good performance.

2.5 Summary

We have developed two Fuzzy friction compensation schemes. The hybrid Fuzzy-PD
scheme with position error only as input yields the best results for steady state error. If
dynamics errors are of concern, and the steady state error is less important, the Fuzzy-tun-
ing PD scheme is desirable. Compared to P1D controller with constant friction compensa-
tion, both proposed schemes achieve much better results in steady state error, and they
also improve the dynamic behavior.
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3.0 Fuzzy Inverse Kinematic Mapping

In this chapter, we will, after a brief review of Inverse Kinematics, propose a Fuzzy
Inverse Kinematic Mapping. We will analyze the scheme and present simulation results.
Finally, the implementation of the Fuzzy Inverse Kinematic Mapping for teleoperation of

SM 2 is discussed.

3.1 Introduction

3.1.1 Inverse Kinematics

A robot task is usually specified in Cartesian coordinates for the end-effector of the robot,
while the control of the robot is usually performed in robot joint space. To bring these two
worlds together, mappings from one space to the other are necessary. The transformation
from joint space to Cartesian space is called forward kinematics, and that from Cartesian
space to joint soace is called Inverse Kinematics.
Given the geometric model of the robot, i.e. link lengths, joint angles, and a description

how the links are joined together, the forward kinematic mapping is determined by

x = f(0), (EQ 3-1)

where x is a vector containing the Cartesian position and orientation of the robot, 0 is a
vector with the joint angles, and f represents the geometric model.

The inverse kinematic mapping,

0 = f-(x) (EQ 3-2)

however, is more difficult, since (EQ 3-1) is highly nonlinear, and that equation might not
be invertible for certain configurations (singular positions), or may have multiple solu-
tions.

Example

The Inverse Kinematics is illustrated by a simple planar, non-redundant example.

Referring to Figure 15, the forward kinematics can be written as

= cos° 1 +1 2cos(61+62)1

11 sin0 1 + I2 sin (01 + 02) (EQ 3

where 1i denote the link lengths.
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Figure 15 Robot with two links in a planar world

/Aend-effector

02

•' Jomt 2 :

• Joint 1

Given the coordinates of the end-effector position, the joint angles can be derived as fol-
lows (Inverse Kinematics):

x2 + 2 -2 12

02 =2a1o2 ~ 2 l 212 (EQ 3-4)

1 sin0
722

0e = asmin . y

01 = atan2(y,x)-Oe

Equations (EQ 3-4) do not yield a unique solution. If (01, 02) is a solution,
(01 + 20e, -2) is also a configuration with the same end-effector position. These two

solutions correspond to the "left-handed" and the "right-handed" configurations as illus-
trated in the following Figure 16.

Figure 16 Left-handed and right-handed configuration of a 2-1ink-robot.

Y y

02 (xo,Yo)

0

01

x x

In the configuration on the left (Wrght-handed*), 82 is positive. The 'left.handed" configuration on
the right refers to 02 < 0.
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3.1.2 Kinematic redundancy

Redundant robot refers to a mechanism that provides more degrees of freedom than the
task requires. The additional degrees of freedom are used for obstacle avoidance, keeping
joints within their physical limitations, placing the joint torques closest to the midpoints of
the joint torque limits, optimization of performance, dexterous manipulation, singularity
avoidance and other reasons.

For a redundant robot, we differentiate equation (EQ 3-1) with respect to time:

S= J (0) 6 (EQ 3-5)

where i ( R'n, 6 e R' and the Jacobian (J = Kf) e R' x n. The number or degree of
redundancy is thus n - m. For our time-discrete controller, equation (EQ 3-5) can be
rewritten as

Ax = J(0)AO (EQ 3-6)

One class of methods for the resolution of redundancy in Inverse Kinematics uses a
pseudo-inverse1 approach. The solution usually has the form

6 = J+i + (I - J+f) z (EQ 3-7)

where ft = jT (jjT) -1 and z is an arbitrary vector. The first term of (EQ 3-7) represents
the solution of minimum norm joint velocity vector, the second term is a projection of z
onto the null space of J and can be used for optimization purposes.

The main shortcoming for this class of methods is the fact that the solution can in general
only be obtained numerically, which is computationally expensive. Hence, these methods
are oftentimes not suitable for real time applications. Furthermore, these methods operate
at the velocity, and not at the position level. Global properties of the workspace cannot
easily be derived.

Another class of schemes is based on optimization of some motion criteria, like minimal
joint motion, or minimum energy. These schemes, like the pseudo-inverse based methods,
are numerical, and have the same disadvantageous properties.

3.2 Fuzzy Inverse Kinematic Mapping (FIKM)

3.2.1 Basic concept

The Fuzzy Logic approach to the inverse kinematic problem works with a simple rule-
base. The ideology of this rule-base can be illustrated by the following example.

1. also called Moore-Penrose generalized inverse.
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Considering a planar robot with one link, as shown in Figure 17, the end-effector can be
described as

x0 = l1 cosO1
Yo = l1 sinO1  (EQ 3-8)

Figure 17 Simple one-lnk planar robot.

Y

(x°, YO)

01

X

Linearization around a given joint angle 01 yields the following forward kinematic equa-
tions:

dr=c= dO1  or x=c•91

dy = cyd 1  Y cyO1  (EQ 3-9)

with

Cx = -lsine1

cy = l1 COSO 1  (EQ3-10)

As can be seen, the values of c, are the elements of the Jacobian matrix J = - with
(x, y) T = f(0 1). Ad

Using the Fuzzy values

pm = "positive medium"
nl = "negative large"
ns = "negative small",

a sample rule for Inverse Kinematics might be formulated as

IF dx is pm AND cx is n1 TNEN dOl is ns,

which is intuitively clear: when the link is pointing more or less in the direction of the pos-
itive y-axis, which is equivalent to saying cx is ni, and we try to move the end-effector a
small amount in the direction of the positive x-axis (dx is pm), we should decrease 01 a lit-
tle (dO1 is ns).
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This concept can now be explored for different combinations of dx and cx, and the rules
may be represented in the form of a table as shown in Table 7. Since the same argumenta-
tion holds for dy and c, the same table can be used, replacing dx by dy and cx by c,

Table 7 Sample rulebase for simple Fuzzy Inverse Kinematic Mapping

dx

d01  NB NS ZE PS PB

NM PB PS ZE NS NB
NS PVB PM ZE NM NVB

Cx ZE ZE ZE ZE ZE ZE
PS NVB NM ZE PM PVB

PM NB NS ZE PS PB

The Fuzzy values are to be interpreted as follows:

ZE = 'zero"

P... = "positive ..."
N... = "negative..."

... = "... small"

...M = "... medium"

... = "... big"
..V... very.."

For example, the Fuzzy value PVB should be read as "positive very big".

The presented rule-base has been derived for a one-link planar robot. However, if a n-link
serial robot is considered as composed of n links similar to the presented one, the above
rule-base applies to each of these links.

Furthermore, since the rule-base has been derived using a linearized model, the principle
of superposition can be applied and is used to combine the contributions of the rule-base
of each joint for the given dx and dy. This is the basis for our implementation of the Fuzzy
Inverse Kinematic Mapping.

3.2.2 Realization

The rule-base we actually used for the IKM was defined over slightly different Fuzzy vari-
ables. The coefficient cij is now the element of the Jacobian matrix in the i-th row andj-th
column. In other words, it relates the i-th component of the vector dx with the j-th joint
angle 0.. The caj-s are defined over the Fuzzy values
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PM PS ZE NS NM

with the symbols defined as above (Table 7).

These Fuzzy values are shown in Figure 18. The values for the elements of the Cartesian
displacement vector dr are defined over the Fuzzy values

PB PM PS PVS ZE NVS NS NM NB

These values are shown in Figure 19.

Figure 18 Membership functions for the elements of the Jacobian matrix, c¢.

-0.8 -0.3 0.0 0.3 0.8 Cij

Figure 19 Membership functions for the elements of the displacement vector dx

NB NM NS NVS PSPS PM PB

-1.5 -0.7 -0.3 -0.1 1 0.1 0.3 0.7 1.5

The rule-base we actually used is given in the following Table 8.

Two remarks about this rule-base are in place. First, all values for dO, have been deter-
mined such that the centroid value for dO. is approximately the ratio of the centroid values
of dxi and cij. Actually, for all possible combinations of dxi and cij, the ratio of their cen-
troid values has been determined, and similar ratios have been aggregated to one (average)
value, in order to keep the representation clearer.

Secondly, for c= 0, the dO. may be arbitrary, since ci.d9. = 0, which means it doesn'tV djisacmiaonothdj
affect the displacement in dxrdirection. The effective is a combination of the dO
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determined for the different dri, and thus there will usually be some ci, * 0, which will
yield some result for dO,.

Table 8 Implemented rulebase for Fuzzy Inverse Kinematic Mapping

dxi

dA. NB NM NS NVS ZE PVS PS PM PB

NM PB PM PS PVS ZE NVS NS NM NB
NS PVB PB PM PS ZE NS NM NB NVB

c" ZE ZE
PS NVB NB NM NS ZE PS PM PB PVB

PM NB NM NS NVS ZE PVS PS PM PB

Determination of dOj.

Let us now discuss in detail how the obtained dO, are combined. We recall that for each
combination of dxi and cij we determine a dOd. Let us denote this result of the Fuzzy map-
ping by do:

dAt = FM(cij, dxi), (EQ 3-11)
where FM stands for the Fuzzy mapping using the membership functions defined in Fig-

ure 18 and Figure 19 and the rule-base of Table 8.

Furthermore, let us define weights as

Wij = JCiJJ. (EQ 3-12)

For scaling, we need the column- and the row-sums of these weights, which we will
denote by

n
wjsumi = I w, (EQ 3-13)

1=1

the sum in row i over all joints (this gives the 'j'), and similarly

m

wcsumj = E wu, (EQ 3-14)
i=1
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which is the sum in column j over all Cartesian coordinates.

Since each dot yields approximately dxi, we are scaling the contributions of each dOt to
dxi by some factor, such that the sum of the contributions is close to dr/:

Saijdet - dxi (EQ 3-15)
j=1

in other words,

I aij = 1 for all i = ... m
j= 1 (EQ 3-16)

The effective joint angle change is accordingly
dO9= a.jdOt (EQ3-17)

Now we consider one particular joint j. Fo dxi, we have derived some dOl.. We aver-
age these values by again using some weigh,, bij such that the sum of all bij is one:

bij = 1 for all j = 1...n

i= 1 (EQ 3-18)

The effective joint angle change is then

m

dO" = biid i (EQ 3-19)
i= I

The weights bij are chosen under the following assumption: starting from a particular dO
and considering d .+ 8, the change in dxi is highest for the dxi where the ICijl
(i = 1... m) is the iargest. To keep errors small, the averaged dO should be closest to

those dOi7 whose corresponding I•'i is large. Therefore, a weighted average scheme is
appropriate, with wi= cJ being the weight.

Hence,

bq = wij/wcsum1 . (EQ 3-20)

A similar argumentation yields the determination of the ai, as

ai - wij/wjsumi (EQ 3-21)

To summarize the weighing scheme, it can be noted that the results of the Fuzzy mappings
are scaled both in each column and each row, with the respective scaling factors being the
weight wij divided by the sum of the weights in this column / row.
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The scheme, as developed hitherto, is summarized in the following Figure 20.

Figure 20 The basic Fuzzy Inverse Kinematic Mapping with scaling.

Rule-base

di Fuzzy do• scaling do scaling do-
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Membership

3.2.3 Discussion

In this section, we will show why the scheme works, and where the limitations of the
scheme can be found.

We recall that dOt, the results of the Fuzzy mapping, are mapped to dO8 by

dO. ij "i dOt (EQ 3-22)J _ wcsumjwjsumd

Considering how the rule-base is generated, we can approximate

d0 . (EQ 3-23)
V ij

In fact, for the centroids of the membership functions, the maximum error in this equation
is approximately 15% (which arises from the aggregation of several Fuzzy values for dOt
to one Fuzzy value). Since we can only show that the scheme is working qualitatively, we
use the approximation in (EQ 3-23) as exact equation.

Inserting (EQ 3-23) into (EQ 3-22) and considering

1a12 _ asgn (a)jai
a sgn (a) Ial a
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we arrive at

m

dO= - cs j dx.. (EQ 3-25)
wcs wjjsum 5

Lets see how these dO. amount to 2i (we are using dxi now for the desired dxi, which is
the input to the Fuzzy inverse Kinematic Mapping, and Ri, which is the result of the map-
ping, the actual commanded Cartesian displacement.)

dxi 'Sc..dO. i 1 x 3i
j wjsum wcsum. 

3

Jj= j=11=1 j

For more insight, we explore an example with n = 2 and m = 3. Then, (EQ 3-26) results
in

dx1 = .i1 dx 1 + •p12 dX2  (EQ 3-27)

where

11 JC11c + +C121 + +C1311  (EQ3-28)I•11= IC. _•:21] : 21 + iC. •3:231 1c1ii+]c12j+[c131 (Q-8

and

p.12  C2 Sgn (Cl 1) 'C 22 Sgn (C12) C23sgn (C 13) I(EQ 3-29)
[C1+ C211 1+ _C22_ IC231 J1C211+ C2 +I23

Jc11j C2 C131~ I C2 +c3

Ideally, we would like to have

p'I11 =1I

and
p.12 = 0 (EQ 3-30)

As we see from (EQ 3-28), g, =1 for JC2 ]' - 0 and c1 .j1 > 0, or for 1c .1 >> jc2j]. The range
for gly, however, is the interval [0; 1]. What we can derive is that at least the contribu-
tion of dxI to 2i1 has the correct sign. The contribution of dx2 to M1 , i.e. p.12dx2 , can be
positive or negative. Considering the whole workspace, the average contribution is zero.

To conclude, we see that the scheme works well, although there are configurations in
which the performance of the scheme is suboptimal.
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3.3 Simulation study

3.3.1 Simulation system

We have developed a simulation system that allows Fuzzy Inverse Kinematic Mapping to
be carried out for an n-link planar robot.

The main features of the program are

• to generate a reference trajectory

* to simulate FIKM

- to display and save results

* to adjust data display and data recording

The following parameters could be chosen interactively:

"• link lengths

"* trajectory type

"* interpolation type

"• initial and final position, and, as required, an intermediate position

* 'control' type

One type of trajectories could be a straight line between two points, with linear interpola-
tion and either constant velocity or with a velocity profile as depicted in Figure 21.

Figure 21 Velocity profile for trajectory with linear interpolation

VA

S.... / ................. .... V m aX

tset- 1 tset t [secJ

Velocity increases linearly during the first second, and decreases linearly during the last second.
In between, the velocity is constant. At t., the robot is desired to have reached the target
position.

In Figure 21, the settling time tset is the time at which the robot should ideally reach the
target position.
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Another type of trajectory is a 3-point trajectory, with an initial position, an intermediate
position and a target position. The interpolation is done in Cartesian space, and the trajec-
tory is composed of two quarts of an ellipse. An example is given in Figure 22. The inter-
mediate position is passed on a radial path with respect to the origin, i.e. the velocity
vector at the intermediate position is perpendicular to the vector from the origin to the
intermediate position. This was introduced for testing the Inverse Kinematic Mapping
when the desired trajectory goes through a singularity, in particular the one which is
encountered when the robot is fully stretched out (for a multi-link robot).

Figure 22 Sample 3-point trajectory

Final position

Intermediate
.position

".:4r Initial position

The interpolation for the linear trajectories can be performed in Cartesian space or in
joint space.

According to the interpolation type (joint or Cartesian space), the final position was also
given in joint space or in Cartesian space, respectively. The initial position has always
been defined in joint space.

The simulation can be run in two modes. In the first mode, a number of steps can be given,
and the path is then divided into this number of steps, which gives the desired dxi-s. The
second mode assumes a controller which controls a robot such that the commanded dxi
and the actual (performed) dxi were the same (i.e. no dynamics•. The controller frequency
f, and the desired settling time tset can be chosen. As in our SM application, the controller
is servoing to the target position even after tset. At the time tend, the simulation was
stopped. Typical values were derived from SM 2 autonomous motion control:

f = 40 Hz, t.,, = 5sec, tend = 7 sec

3.3.2 Modifications of the scheme

The scheme as presented works well However, it can be improved by introducing three
additional processing steps:
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"* amplification of the commanded dx depending on the error in the previous step

"* oscillation detection and suppression

"* lowpass filtering of the desired dr

The ideas was the following: if our scheme works fine, we shouldn't change anything.
However, if the error starts growing, we should increase the tendency to move in the cor-
rect direction by amplifying the desired dr. For example, if the schem.:- tends to command
a position on the left side of the desired path, the next dx will have a component which is
pointing to the right, towards the path. Sy amplifying this dx by some factor p, we obtain
a desired position on the right of the path. Given that the scheme still tends to be too far on
the left, as before, we will be very close to the path. This is Uiustrated in Figure 23.

Figure 23 Effect of amplification of dr depending on error

desired trajectory

P ( (dx)2

(dx)2  (dx)2

(Ix)d (dx)2

I I
How the amplification of dt based on error works: Left- desired (dx) and commanded (a),;
Middle: resulting desired (dz)2 ; Right: amplified (dx)2 and commanded (M)2, resulting in a
position closer to the desired trajectory.

If the error grows too large, however, we have to assume that the scheme is doing very
wrong and we should move very cautiously. Therefore, for large errors, the amplification
factor is reduced to small values (less than 1.0).

There are occasions when the scheme commands a larger dx than desired. If this situation
persists, then the correcting action might also be too large, resulting in an even larger
error, and so forth. This might lead to oscillations. Due to our amplification factor, which
goes down when the error becomes large, this effect is usually dampened out.

On the other hand, to be sure that this attenuation is effective and is quickly in effect, we
try to detect oscillations. If an oscillation is detected, the amplification factor is reduced
significantly.

We consider only one type of oscillation, which is when the commanded dOJ keeps chang-
ing its sign. The implementation is as follows. For all joints, the signs of the dO J are com-
pared to the previous ones. If one of the signs of the dOJ has changed, a flag is set. We use
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a ring buffer with ten entries where this flag is set or reset. If four or more flags are set
(which means that among the recent ten control cycles, there have been four or more
cycles with changes in some signs of the dOe) this is interpreted as the detection of an
upcoming oscillation.

We cannot detect oscillations of the form:

dOA = ... + 0.2, + 0.4, + 0.2, + 0.4, ... (EQ 3-31)

As for the threshold of four flags, we have seen that the choice is not very critical. Any
threshold between 3 and 5 is reasonable and yields virtually the same results. There are
only very rare situations where the number of flags climbs to four (or three, or five), and
stays there for a while. Usually, the number of flags is zero or one, and when oscillations
start up, the number goes straight to 10. A value above five is not recommended, since the
main consequence is that it takes longer to detect an oscillation.

Both the error in the last move and the number of flags were the input to a Fuzzy mapping
which produced the amplification factor p. The corresponding membership functions are
given in Figure 24. The rule-base can be found in Table 9.

Figure 24 Determination of amplification factor p: Membership functions for input variables

0.01 0.025 0.07 0.1 error 1.0 4.0 flags

Membership functions for the input variables error (on the left), which Is defined as the distance
between the desired and the actual location, and for the oscillation (on the right), which is
measured by the number of flags that are set in the ring buffer (see text for details on the flags).

Table 9 Rulebase for the determination of the amplification factor p

Error:

p S M B

Oscillations: ONE B M
ON VS S VVS
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The output singletons are defined as follows:

ONE = 1.0

B = 2.6

M = 0.8

VS = 0.1

S = 0.4

VVS = 0.03

Note: To smoothen the effect of the amplification factor p, especially when oscillations
are being detected, we use a lowpass-filtered p:

Pk, applied - 0"33P, FuzzyOutput + 0 *6 7 Pk- 1, applied (EQ 3-32)

Finally, the third type of additional processing we perform is a lowpass filtering of the
desired dx:

(dX) A, applied = C (dX) A desired + (1-c) (dx) k- 1, applied (EQ 3-33)

A typical value for c was 0.4.

3.3.3 Simulation Results

Comparison study for different modifications of the scheme

To show the effect of oscillation detection and dx-input filtering on the tracking accuracy,
we compare the maximum tracking error and the integral of the error magnitude.

The schemes to be compared are:

1. scheme with amplification of dx depending on the error in the previous step

2. same as 1), with additional oscillation detection and suppression

3. same as 2), with additional dx-input lowpass filtering (c = 0.40).

All trajectories were of type 'linear with velocity profile' and were run with the controller
parameters:

f 40 Hz

tset =5 sec

te = 7sec

The last trajectory was also examined f.,r f = 60 Hz and 80 Hz.

If oscillation occurred, the result for maximum error is marked with a 'star' *. Very light
oscillation is marked with a 'plus' *. Very light oscillation only during the last two seconds
(servoing to target position, desired velocity is zero) is marked with a 'minus' "
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Table 10 Maximum error for sample trajectories for different modifications of the proposed scheme

Trajectory

1 2 3 4 5 6 6/60Hz 6/80Hz

1 4.3539* 0.5318" 5.2557* 0.8723- 11.1331* 7.8246* 9.5996* 8.1395*
E
* 2 1.8271+ 0.6200" 2.1070+ 0.8723 29.7351* 13.4819* 30.8794* 24.7492*

3 1.1286 0.7577 0.6762+ 0.9173 3.2417 1.5679 1.1606- 0.9609

Table 11 Integral error for sample trajectories for different modifications of the proposed scheme

Trajectory

1 2 3 4 5 6 6/60Hz 6/80Hz

1 9.9007 1.9169 18.7532 2.2479 26.9389 26.8828 26.5717 26.6042

E20 2 4.0329 1.9614 2.2995 2.2479 17.8769 14.0296 14.3730 12.9900

C 3 2.2858 1.9512 2.0092 2.2707 6.2828 5.2561 3.8923 3.3162

As can be seen, scheme 3) improves the results considerably for most trajectories, espe-
cially for those that had a large error. For trajectories with small error (#2 and #4), the
results are not as good as for those with large error.

The increase in the maximum error by using oscillation detection without lowpass filtering
of dx can be attributed to the way the oscillation suppression works. Since the A 0. are
scaled down significantly when oscillations are coming up, the robot movement afso is
slowed down considerably, and the tracking lag and thus the error increase.

A large error does not necessarily mean that the robot is not following the reference path.
Since the error is defined as the difference between reference and actual position, a time
lag (robot is too slow, but on the reference path) contributes equally to the error as a devi-
ation from the path.

It should be noted that although oscillation detection increased the maximum error, the
integral error decreased, for most trajectories significantly (except for a minimal increase
for trajectory #2).

The lowpass filtering of dx decreased both maximum error and integral error for most tra-
jectories.
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Graphical results

In the following pages, plots of simulation results are presented. The simulations were
conducted with the following parameters:
* two-link robot:

11 = 40 in

12 = 40 in

* three-link robot (uses actual SM 2 dimensions):
11=12 = 38.23 in

13 = 4.55 in

* both: controller with
f = 40 Hz

tend = 5 sec
tW 7- 7sec

The trajectories were either linear with velocity profile or 3-point elliptic. Interpolation
has always been executed in Cartesian space.

Shown are the actual vs. the reference path, the error in both dimensions (x, y), and the
numerical results.
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Figure 25 2-link robot - Example 1: the path

Desired vs. Actual Path
Y [in]

50.00 --

45.00-

40.00 -.

35.00 -

30.00 -

25.00--

20.00 -

15.00

10.00 - -- -----

- - ------- -------------

-0.00 -
-50.00 - _________

-10.00 -

-20.00,- ..-1

-25.00 - VI--------

-30.00 - -
-35.00 - " .- '

-40.00o - " . "

X [m]
0.00 10.00 20.00 30.00 40.00

Initial position: % - [-1.5,1.5A"; Final position: xmd - [20.0,50.0]r.

Figure 26 2-link robot - Example 1: the error

Error vs. time
cn j X1] x10 "3

450.00 - ________-y

400.00-

350.00-

300.00 -

250.00-•'

200.00-

150.00-

100.00-

50.00- / /

-0.00 / 7____

-50.00 - N__]

-100.00- .0 00

e150.00 - - -

.200.00-

-250.'00 - ___ ___ _______

-300.00 
-

-350.00 -

-400.00 -

-450.00 - ___ ___ ___ ___ _______

-500.00 - _____________ ____ _______ i(Seel
0.00 2.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error.~ 0.4547, 0.4531] 1.1 =0.4817
Error integral: 0.9048. 1.0564 3 1.1 u1.5309
Settling time error. 0.0064, -0.0073] 1.1 -0.0097
Final error: (0.0000, vto.0000) 1.1 -0.0000
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Figure 27 2-link robot - Example 2: the path

Desired vs. Actual Path
Y (in)

26.00 -____________-T;

24.00 r --

20.00-

18.00- ________ .- - ________

16.00 -____ c............________
14.00 -____ .____

12.00- .*

10.00 -. 7
8.00- - *

.. *

4.00-

2-00- .

0.00 *

-2.00 - - -,- -

-6.00- .

-10.00 "_/ "

-12.00 "

-4.00 -,[]

Initial position: 060 [0.7, -20T"; Final position: x = [60.0, -12 .7741T.

Figure 28 2-link robot - Example 2: the error

Error vs. time

-anoo [in] x1-

220.00 - X-•or
200.00 0 __y-___ __

180.00 /

160.00 -

140.00-

120.00

100.00-

30.00

60.00-40.00 A/
40.00

0.00

-20.00-

-40.00

-60.00

-80.00

-100.00 _'_

-120.00 -

-140.00-

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error: [ 0.2077, 0.1390] 1.1 = 0.2499
Error integral: [ 0.5311, 0.4437] I.1 = 0.6962
Settling time error: [ 0.0063, -0.0047] 1.1 = 0.0078
Final error- [ 0.0000, 0.0000] 1.1 = 0.0000
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Figure 29 2-link robot - Example 3: the path

Desired vs. Actual Path
Y (in]

30.00

25.00

20.00

15.00

10.00

5.00

0.00

-5.00 '-

-10.00

-15.00 - - -

-20.00

-25.00-*----

-30.00 / --

-40.00 X X[in]
-20.00 0.00 20.00 40.00 60.00

Initial position: Oo =[-2.0, 2 .2fr; Intermed-pos. Xjnt a [60.0, 0.O0r. Final position: xw. -[30.0, 3 0 .0 1T.

Figure 30 2-link robot -Example 3: the error

Error vs. time
error (in) a 1'

800.00 - Y

700.00 -

600.00 -

500.00 - A ___

400.00- 18

300.00 -____

200.00-

100.00-

-0.00

-100.00- A~

-20,0.00-

-300.00 - ____ ____ ____ ____

-400.00-

-300.00-_ _

-400.00- - _ __ _

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error: 0.8104, 0.5914 j 1.1 = 0.9178
Error integral: 0.9856, 0.8109 J 1.1 - 1.4541
Settling time error: -0.0769, -0.40 LIs 0.1597
Final error: 10.0000, 0.0000] 1.1 . 0.0000
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Figure 31 2,-link robot - Example 4: the path

Desired vs. Actual Path
y (in)

30.00 -

25.00-

20.00;

15.00

10.00 - -
5.00 •.. .. "_____ -°

25.00-

-0.00- --- _______I .. -- ..... ,.... ...

"-3.00 -

-10.00 0- 0.0 00

-15.00i • 2 2 r.F[0
-20.00-.

-30.00-

-35.00 
"- "

x [in)
-20.00 0.00 20.00 40.0 60"0 80.00

Initial position: Go= [-2.0, 2.2]T;, Intermed~pos, xim = (80.0, 0.01T, Final position: x,,d = 30.0, 30.0]T.

Figure 32 2-link robot - Example 4: the error

Error vs. time
-" [in)

0.50

0.20 .0 . ... 0

oa.i0 e 1

Final e.oo [0.0000 0.o00] 1.10.0000 6o 70
M u0.404 IoI = 1.4A y3inlerr.[0.00100, 2.00 300 4 .0 I 3.0000 ý 70
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Figure 33 3-link robot - Example 1: the path

Desired vs. Actual Path
Y [in]

so~oc 1 ctlPt

45.00

40.00

30.00

25.00

20.00"

15.00 -

10.00 -

5.00

-5.00 . _ _ -
-10.00-
- 15.00 % a

-20.00 0 .-- • "-/

.25.00 -- : ........... "V - -

-30.00 -41-

-35.00 - ..--

-40.00 -----------------------
-45.00
-50.00 x [in]

-10.00 0.00 10.00 20.00 30.00 40.00

Initial position: 0o = [-2.0, 1.7, 0.31r; Final position: x1, - [25.163, 46.060 Jr.

Figure 34 3-link robot - Example 1: the error

Error vs. time
error [in) x 10-3

450.00 - -

400.00-

350.00-____

300.00-

250.00 - ________ __

200.00-

150.00 - ___ ___ ___

100.00-

50.00 -

-0.00-

-50.00 - 1 ___ ___ ___

-100.00- _ _

-150.00- - ___

-200.00

-250.00 - _______

-300.00-
t (see)

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error. C 0.3932, 0.4603] I. = 0.5107
Error integral: 1.0748, 1.1573 I. , = 1.6467
Settling time error: 0.0098, 0.0106] 1.1 a 0.0145
Final error. 0.0000, 0.0000 ] 1.1 = 0.0000
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Figure 35 3-link robot - Example 2: the path

Desired vs. Actual Path
Y [in)

55.00AttlPt

45.00so.oo -. ______ N%.a'f
40.00.-

35.00-

30.00

25.00 -

20.00 -

15.00 -

10.00
- ------

5.00 .-- 00--

0.00 - ------

-5.00 -

-10.00 - .

-1I--0-
-20.00 -r

.25.00 I------ -. I I

-30.00 * t ^/

-35.00 i -- .---------

-35.00 -- -4----~----.
I-- - ---- -- - - -- - -

-40.00 -:- i•'

-45.00 -
-50.00 -

0.00 10.00 20.00 30.00 40.00

Initial position: - [ .01.5, 1.3, .O8]T Final position: x.. [20.0,i50.0]"

Figure 36 3-link robot - Example 2: the error

Error vs. time
eior [in)z 10-3

550.00 - ,

450.00 -

400.00-

350.00 
A

300.00 - A

250.00 - 1 / V

200.00-

150.00 - 1 V1 1i

100.00- ___H_

50.00 - _ iI

-0.00 1.0 .
-50.00 -

-100.00-

-150.00M - [081 001 I. 077

-200.00- f:0.

-2e0.00 - _______ _______ _______ = 0.000
-300.00 - ____ ________ _______

-350.00 - _tio udy 4

-400.00-
-450.00 - ___ ___

-500.00 - _ _ _

-550.00- ___ ___

4600.00-

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error. [ 0.585 1, 0.50211 1.1I = 0.7577
Error integral: [I 1.2982, 1.2855] 1.1 = 1.9512
Settling time error: [ 0.0084, 0.0067] 1.1 = 0.0 107
Final error: [ 0.0000, 0.0000 1.1 = 0.0000
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Figure 37 3-link robot - Example 3: the path

Desired vs. Actual Path
Y (in]

70.00 -

60.00 - _______R~

30.00 -

40.00- 3

30.00 -

20.00 - J4--

0.00-.t

-10.00-.

-20.00 -o.

-30.00 - - ----------

4.0. ......................... 
. . .. y

-50.00 - _~'° ° "°

0.00 20.00 40.00 60.00

Initial position: %0 [-1.5, 1.3, -0.8ff; Interm.poe. xj, ( 70.Os, 0.0ff. Final porn.: xm = [20.0, 65.0ff.

Figure 38 3-link robot - Example 3: the error

Error vs. timne

0.70 -

0.60-

0.50 - __________

0.40 -_______

0.30-

0.20 -___

0.10

-0.00-

-0.20 -o

Fiue3 -0.20 -oo -___ Example 3: the _ error

-0.30-

-0.40- ____

-0.60 -] -e__ _

-0.70 -

-0.60-

-0.90-

-1.00-___ _

I.I I If c
0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error: (0.8658, 0.9919] 1.1 - 1.1694
Error integral: f2.1001, 2.0875] 1.1 = 3.2846
Settling time 0.2922, -0.5515] 1. I 0.6241
"Final error:. 0.0000, 0.00001 1.1 a 0.0000
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Figure 39 3-link robot - Example 4: the path

Desired vs. Actual Path
Y (in)

70.00-

60.00 -

50.00 -

40.00 -

30.00 -

20.00 " °
10.0------------

-30.00-

-50.00 -

X [in]
0.00 20.00 40.00 60.00 30.00

Initial position: % = [-1.5, 1.3, .0 .81T; Intermpos. x,, -(81.01, 0.0]T, Final pos.: x, = (20.0, 6 5.01T.

Figure 40 3-link robot - Example 4: the error

Error vs. time

1.00- ^ __II_-==__

0.30- ___ ___

0.60- ___ ___

0.40- ___ ___

0.20

-0.20-

-0.40 - __ __ __ ___

-0.60 - -A_____

-0.80 - , _ \

-1.00 - __________

-1.20 - __________

-1.40-
t [sac]

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Maximum error. ( 1.0627, 1.3830] j I.I 1.5679
Error integral: 2.8710, 4.3914 1 1.1 a 5.4744
Settling time error:. 0.5307, -0.4808 1.1 a 0.7161
Final error. 0.0000, 0.0000] 1.1 0.0000
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Discussion

The simulation results show that the scheme works equally well for non-redundant and
redundant robots. As verified in the graphs on pages 36 to 43, the errors for a robot with
two links are approximately of the same magnitude as for a robot with three links, where
the robots, with total link lengths of 80.0 in and 81.01 in, have comparable link lengths.

Dependency on the controller frequency

Referring to Table 10 (p. 34), Table I1 (p. 34), Table 12 (p. 44) and Table 13 (p. 45) and
many other experiments conducted, all errors decrease when using a higher controller fre-
quency. (This is only valid for the generally used scheme with oscillation detection and
dx-input filtering.) The observation can most likely be attributed to the dx-input filter and
not the smaller stepsize, as one might expect at first thought. Smaller stepsizes involve
smaller errors per step. However, if the correction of an error causes another error which is
larger than the one to be corrected, this process might support itself for a while and result
in large position errors.

Oscillation detection on its own is only in part helpful, as can be seen in the mentioned
tables. Going to higher frequencies increases the maximum and the integral error for some
trajectories. Only the scheme with dx-input filtering improves both errors for almost any
increase of the frequency.

As in Table 10 (p. 34), if oscillation occurred, the result for maximum error is marked with
a 'star' *. Very light oscillation is marked with a 'plus' +. Very light oscillation only during
the last two seconds (servoing to target position, desired velocity is zero) is marked with a
'minus' -.

Table 12 Dependency of the maximum tracking error on the controller frequency

trajectory

dx-input filter OFF dr-input filter ON

1 2 3 1 2 3

40 2.1070" 0.8723 13.4820" 0.6762- 0.9173 1.5679'

2 Q so 0.5623+ 0.8069- 18.3842" 0.5788+ 0.8522 1.3103
S• 60 05209 0.7549 30.8794* 0.5284+ 0.7929 1.1606

S80 0.4622+ 0.9219+ 24.7492" 0.4647+ 1.2724+ 0.9609

120 0.3901 0.5824+ 30.8355° 0.3914 0.6115+ 0.8115-

Maximum Error

44 Simulation study



Table 13 Dependency of the integral error on the controller frequency

trajectory

dx-input filter OFF dr-input filter ON

1 2 3 1 2 3

40 2.2995 2.2479 14.0296 2.0092 2.2707 5.2561

5 s0 1.7484 2.0378 13.2070 1.7479 2.0407 4.4166

• 60 1.5680 1.8804 14.3729 1.5720 1.8797 3.8923

o 80 1.3048 1.6383 12.9900 1.3014 1.7244 3.3162
120 0.9087 1.2358 10.3518 0.9102 1.2219 2.7139

Integral Error

Dependency on configuration

There are configurations where the performance of the scheme degrades. This can be seen
from the analysis in section 3.2.3 on page 27. Coming close to singular positions, the
scheme tends more to produce errors. This does not mean, however, that the scheme fails
completely, it is just that locally the error is large. Except for problems that are treated
right after this, the scheme tries to avoid singular positions, unless it has to pass through
them, as can be seen in the next two plots and in Figure 37 (p. 42).

Figure 41 2-link robot passing singular position

Desired vs. Actual Path
Y [in)

40.00-

35.00 -_ _ _ _ _ _ _ _ _ _--

30.00

25.00

20.00

15.00

-5.00 -"-______ _______
10.00

5.00 ------

0.00

-5.00

.10.00-

-25.00- ,. . . . . . . -

-30.00 -______ _____

-35.00 - --- ______
- - --------- -

40.00-_ __

x (inl
-40.00 -20.00 0.00 20.00 40.00
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Figure 42 3-1ink robot passing singular position

Desired vs. Actual Path
Y (in]

35.00 -," ' .

3.0 ....... ........... .. . .. .. 0

25.00 -;

20.00 -, .15.0

20.00 -- - .~...,-'----

13.00 - _____4....."10.00 - -

5.00-

10.00 -

-15.00 --- - _-°

-20.00 -,

-25.00 -

IX [in)
-20.00 -10.00 0.00 10.00 20.00 30.00

Since the scheme works locally, large joint movements to avoid singular positions are very
unlikely. In Figure 42, the robot could move link 1 and 2 to the other side of the reference
path (clockwise) to avoid a singular position. Our scheme however doesn't favor such
kind of trajectory and passes through the singular position.

There is one kind of configuration which causes problems, If all links are aligned, and the
desired dx is exactly in direction of the links, no movement at all will occur (see illustra-
tion, Figure 43).

Figure 43 Problematic configuration with all links aligned

Y

,*1dx

We tried to solve this problem by introducing small movements where no movement
should occur. This worked, however the integral and the maximum errors rose by a not
negligible amount. Since this special position is very improbable (at least in combination
with the desired path), and since in real applications measurement errors will introduce
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random correction movements in different directions, we felt that the disadvant,..jous fea-
ture weighs less than the generally increased error, and we didn't maintain the changes any
further.

Other membership functions

In the simulation version the membership functions were designed for unit link length, and
the parameters passed to the FLC were scaled by the maximum link length to compensate
for this, which made it possible to change the robot geometr, without changing the mem-
bership functions.

However, the optimal Fuzzy Mapping result is achieved only for the link with maximum
length. In the 3-link-simulation, the first two links were of same length, and link 3 was sig-
nificantly smaller. We therefore tried to design membership functions which would com-
pensate for the scaling.

The results, though, didn't differ significantly from the original scheme. Some results even
showed a weaker performance. Therefore, and to maintain the independence from link
lengths, and thus the ability to change the robot geometry without changing the member-
ship functions, we stayed with the original scheme.

Prediction of the error

We examined the relation between the tracking error and the norm of the difference
between the Jacobian J and the effective Jacobian JF resulting from our Fuzzy scheme:

e-IIJ-J (EQ 3-34)

JF was defined as the pseudo-inverse to JF1, which could be generated from the equation

dO = JFldx (EQ 3-35)

For simplicity, lets call

F = F (EQ 3-36)

Then

dO = Fdx
(EQ 3-37)

JFdO = JFFdx

but the following must hold as well:

JFdO = dx (EQ 3-38)
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Therefore, we can require

JFF = I (EQ 3-39)

and conclude

JF - (FTF) -1FT (EQ 3-40)

Using what we have obtained now, we have compared the original and the Fuzzy-map-
ping-derived, effective Jacobian and used the norm of the difference for checking on any
relation with the position error:

II- J - EQ3-41)

Lets call the quantity on the left hand side of above equation "Jacobian difference norm"
or short "JDN". The norm we used was the infinity norm:

n

IHAII = ilAll. = mnx (Y laiji) (EQ 3-42)
j=1

The relations we tested for were:

"• ratio of error and JDN (see sample plots in Figure 44 to Figure 46)

"• error plot compared to JDN plot

"• configurations at minima and maxima of ratio of error and JDN

" largest JDN and configuration with largest position error

We couldn't find any significant relations, which would allow us to predict the error or
have some other measure for the error, in order to take precautions and try to keep the
error small.
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Figure 44 Ratio of error and JDN for random trajectory

Error / Jacobian diff. norm vs. time
Bu.gDN x 10-3

15.00

14.00 A

13.00 

-
12.00

11.00

10.00

9.00

8.00 -

7.00

6.00

5.00

4.00- _____

3.00 -

1.00 -

0.00

0.00 2.00 4.00 6.00

Figure 45 Ratio of error and JDN for random trajectory

Error Jacobian duff, norm vs. time
Errm/JDN x 10-3

120.00-BT

110.00 - _____ ______ ___
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80.00 - _______ ______ _____________
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60.00-

50.00 - ____________

40.00-

30.00-

20.00-

10.00 - ____
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Figure 46 Ratio of error and JDN for random trajectory

Error / Jacobian diff. norm vs. time
E./.oDN L 10-3

20.00-

19.00 -

18.00-

17.00 -

16.00 -

15.000-

14.00-

13.00-

12.00-

11.00 -

10.00 -

9.00 A
8.00 -
7.00-

6.00-

5.00 -

4,00-

3.00 -

2.00

1.00-

0.00 -

0.00 2.00 4.00 6.00

Steady state error

The steady state error in general is zero. This is an interesting feature of this scheme, and
the explanation is simple. Even when the scheme is a little off, it basically goes in the right
direction. If r > t,,,, we are servoing constantly to the same (final) position. Thus, with
each step, we are getting closer to the target, till we finally hit it.

The following is a zoom-in in one of the simulation results presented earlier (Figure 31
(p. 39)).

We can see that the mapping tends much too much to the right of the desired dx, but
finally, we come close enough to hit the target.
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Figure 47 Behavior of the Inverse Kinematic Mapping at the target position (here: 2-link-robot)

Desired vs. Actual Path
Y [in]

30.55 - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - Actual Path

30.50

30.45 -

30.40-

30.35-

30.30

30.25 -
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Typically, it takes approximately 0.5 sec (at 40 Hz) after tse, to come to the target position.

3.4 Implementation for teleoperation

3.4.1 Introduction

To test the performance of our method in a real-time environment, we used this Fuzzy
Inverse Kinematic Mapping for the teleoperation of SM 2 . The input device is a "flying
mouse", the bird, which provides five degrees of freedom: three in position, and the
angles a and y for orientation.

Since our goal was the implementation of a scheme that is capable of dealing with input
with six degrees of freedom, the remaining orientation parameter I0 has been set to zero,
which complemented the bird output data.

3.4.2 Analysis

1. Three-link robot

In this case, the algorithm that was studied in simulation was transferred directly to the
robot. We chose joint 2, 3 and 4 to be operated, while the remaining joints 1, 5, 6 and 7
were kept fixed. This resulted in a three-link robot working in a vertical, two-dimensional
plane, so indeed we were using a redundant planar robot.
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Instead of using link 4 as it is, we treated the whole (fixed) chain from link 4 to link 7
together as a new link 4, which then actually has been controlled. This is clarified in the
following Figure 48.

Figure 48 Treatment of the chain from link 4 to link 7 as new link 4
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The chain from link 4 to link 7 (with fixed joint jitto jt7) is replaced by a mingle link 14.
Accordingly, joint angle 64 is reduced by the amount of .

For the operation of the robot, the new, effective 14 and 04 have been used, which can

readily be derived as:

8 = atan2 (15, 14.1 + 16 + 17) (EQ 3-43)

T4 = 04 - 8 (EQ 3-44)

T4= ,1+ (14.1 +16+17)2 (EQ3-45)

For our robot, the numerical values are 8 = 0.19645 [rad] and T4 = 16.548 [in].

A xF-yp-coordinate system, which has been used for the algorithm and also for the result
printouts, was attached to the plane in which the robot could move.

The bird movement has been projected in this plane by rotation around 01, i.e., the radial
distance from the base and the elevation above the x-y-plane have been taken from the
bird data, while 01 was kept at its constant value.

Using the simplified model in Figure 49, where 74 is replaced by 14 and 94 by 04, the for-
ward kinematics and the Jacobian can be derived as follows:

y'] p2C2 + 13S23 + 14S234][ [ 2s2 + 13C23 + 14C234(EQ 34)
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-J F + 3 2C1

FdxI - 12c + ~c~+ lc,~ ~_14 d0 3  (EQ 3-47)
LdyF] L- 12S2  -- - 13S23 - lS 4  -lsJdj4

In these equations, the following abbreviations have been used:

Ci...k = coS (8i +...+ k)

si...k = sin (O+4- ... + - Ok) (EQ 3-48)

Figure 49 Simplified model of 3-link robot in vertical plane

2. Seven-link robot

Now, the operation of the bird affected all seven joints of the robot. The forward kinematic
expression and the Jacobian have been derived explicitly, but are omitted here because of
the size. The location vector x was now comprised of the position and orientation:

X= [XYZcaW0 T (EQ 3-49)

The angles a, 0 and y are related to the joint angles by:

3
a = 2- (02+03+04+05) (EQ3-50)

= 01 +0 5 (EQ 3-51)

'Y= 07 (EQ 3-52)
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Therefore, the coefficients c# (the entries of the Jacobian) for the Cartesian angles cx, 03 and
Tyare ±1 orO:

Ca2 = Ca3 = Ca4 = Cca5 = -1 (EQ 3-53)

=o- C0 5 = 1 (EQ 3-54)

cy7 = 1 (EQ 3-55)

and the rest of the coefficients c c., cop c.6 which are not defined above are zero.

Since the coefficients for x, y, z have not been scaled (to save a little computation time),
we had to multiply the coefficients for ot, P and y by some factor in the order of the largest
link length (38.23 in), which had been used for scaling.

This gave us also the possibility to express priorities. For example, for cc, Ca6 = -100,
while c.x2 = -10, ca3 = -20 and cc = -30. The effect is that joint 6 handles more of
the orientation part, while joints 2 to 4 handle mainly the position components dx, dy and
dz.

3.4.3 Results

We found that the Inverse Kinematics module for the 3-link robot experiment was not able
to run at 40 Hz. A performance analysis revealed that most of the time was spent in evalu-
ating the membership functions and deriving an output from the rule-base in the FLC. This
required approximately 80% of the total Inverse Kinematics processing time. The compu-
tation of the elements of the Jacobian and the additional processing like weighing and fil-
tering, which takes place in InvkinCycle, requires about 15% of the total time. The
computation of the sines and cosines (s incos () ) and the square roots (sqrt () ) and all
other functions used (at an2 f, fabs (),type conversions, ...) required less than 5% of
the total time.

So, in order to speed the computation up, we made two minor changes. The data type used
for real numbers throughout 1 ibbfuz zy. c, which contains the functionality of the FLC,
was set to double. Secondly, the way evaluatemf checks different membership
function types was rearranged. Both changes speeded computation up significantly.

Finally, we ran the whole application at 30 Hz. The dx-input filter time constant was left at
a value of c = 0.40. The algorithm was found to be working satisfactorily.

A sample teleoperation result is shown in the following figures.
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Figure 50 Sample 3-dof teleoperatlan: Cartesian position
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Figure 51 Sample 3-dof teleoperation: joint position
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Robot with 7 links

Here, the FLC was obviously even more a bottle-neck, since more computation was
required: the number of joints rose from three to seven, and the Cartesian coordinates from
two to six. However, running the application at 15 Hz produced satisfactory results.2 Plots
of experimental results follow.

Figure 52 Sample 7-dof teleoperation: Cartesian position (example 1)
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3.4.4 Discussion

In judging Figure 52 and Figure 53, two points should be considered. First, the bird pro-
duces very noisy data. Secondly, the conventional Inverse Kinematics that had originally
been used deteriorated considerably when the robot came close to a position where link 2
and 3 were aligned (stretched-out position). This led to jerky motion.

This problem could be reduced considerably by using the Fuzzy Inverse Kinematic Map-
ping. The robot can be operated safely at positions close to stretched-out. However, trying
to stretch the robot completely excites oscillations at the robot tip. In general, the move-
ments of the robot were very smooth, which partly can be attributed to the filtering we per-
form.

As can be seen in Figure 52 and Figure 53, the movements in x-direction were signifi-
cantly better than in y- and z-direction. This is mainly caused by the gravity compensation
system, as has been observed also in other experiments.

2. It should be considered that the bird module can be run at no higher rate than 20 Hz.
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Figure 53 Sample 7-dof teleoperation: Cartesian position (example 2)
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The low control rates used are not a disadvantage. At higher rates, the robot behaves less
smooth. This is intuitive, since the robot is a mechanical lowpass system, and there is
some delay between setting a reference position and the time when the robot reaches it.
Thus, the controller receives large errors as input while the robot is still moving to the
desired position, and produces large control signals. This leads to further acceleration of
the robot, which makes it more prone to overshoot. At lower rates, however, the robot has
more time and comes closer to the commanded position before a new control cycle starts,
which means that the control signals will be smaller and smoother compared to the previ-
ous case.

As for the time spent in the FLC, this time might be reduced by several means. First, since
the time is directly proportional to the number of rules, a smaller number of rules, which
might have a comparable performance, might do as well. Secondly, once the membership
functions and the rule-base have been determined, the whole FLC might be converted into
a look-up table. This would speed up the determination of the Fuzzy output considerably,
at the expense of a little less accuracy (not very important, since the Fuzzy scheme works
with vague concepts anyway), and, very important, also at the expense of a large memory
required. The third option would be to implement the FLC to work with integers internally
and to scale real-valued values (input to and output from FLC, membership functions)
appropriately.
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3.5 Summary

We have developed an Inverse Kinematic Mapping based on Fuzzy Logic. This method
does not require any constraints to be imposed on the robot configuration, nor does it
require any functions to be optimized. It works identically for non-redundant and for
redundant robots. The solution is obtained in closed-form, as opposed to numerical solu-
tions of popular schemes. We have shown the usability of the method by employing it for
real-time teleoperation of a seven-link robot in the six-dimensional Cartesian space.
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Appendix: Fuzzy Logic and Fuzzy Control

Fuzzy Logic was developed by L.A. Zadeh in 1965. It is a mathematical framework for
representing vague concepts orfiuzzy values, as in

• the weather is hot

• there are many people in this room

• the car is going slow

This is usually referred to as 'uncertainty representation'.

Fuzzy Logic also provides mechanisms for manipulating these fuzzy values, for example:

"• If the weather is hot and a bit humid, then wear light clothes (from [22]).

"* If the house is attractive and well accessible, it is very desirable.

Membership function

One of the pivotal points in Fuzzy Logic is the representation of the fuzzy values by
means of a membership function, gD: u --) [0; 1] . Membership functions denote the
degree 9D (x) to which a value x r U can be represented by the fuzzy value D. Some
authors refer to the A1D (x) as the appropriateness for describing x with the descriptor D
[151.

A fuzzy variable is a variable that can assume fuzzy values. For example, we might let the
variable speed assume the fuzzy values slow, medium andfast. Sample membership func-
tions are given in the following Figure A-1.

Figure A-1 Membership functions for slow, medium and fast for the fuzzy variable speed
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40 55 75 speed

Referring to the definitions in Figure A-1,

"• the degree of membership of 70 mph to the conceptfast, g fast (70), is 0.75.

"• Aslow (70) = 0, i.e. the concept slow is completely inappropriate for describing a
speed of 70 mph.
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combining the degrees of membership to all defined values, a speed of v70 = 70mph
might be represented as

V70 = 0.00/slow + 0.25/medium + 0.75/fast, (EQ 1-1)

where 'x/y' is read as 'the appropriateness for using y as descriptor is x', and '+' is read
as 'and'.

Note: Membership functions do not have to add up to 1.0 at any one point. They also do
not have to be linear functions. We only favor linear functions because their representation
on a computer is simple.

A Fuzzy Logic Controller (FLC) consists of a collection of Fuzzy rules of the form

IF (inl = u) AND (in2 = v) THEN (out = w),

where inl, in2 and out represent fuzzy variables, and u, v and w are fuzzy values.

For example:

IF (error = large) AND (velocity = small) THEN (torque = large).

The collection of these rules is called rule-base.

What is further needed for a FLC are mappings to convert crisp input variables (process
output and state) into fuzzy variables (fuzzification interface) and to convert a fuzzy output
to a crisp control value for the controlled system (defuzzification interface).

The basic configuration for an FLC is show in Figure A-2 [17].

Figure A-2 Basic configuration of a Fuzzy Logic Controller (FLC)
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The effect of a fuzzy rule

We have seen that a FLC works on a collection of rules which relate fuzzy input and out-
put variables. How dos a FLC now use these rules in determining the output?
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There are two mechanisms working. First, all rules work in parallel, and all outputs of all
rules are combined to form the output of the FLC. This is described in the next section.
Secondly, the output of a single rule is determined by the fuzzy value of the consequent
and by the weight of the rule, which describes how appropriate it is to apply this rule.

The weight a of a rule is a combination of the membership function values of the anteced-
ents of the rule (i.e. of the input variables). The two operators that are mainly used for this
combination are:

- intersection:x A y = min {x, y}

• algebraic product:x- y = xy

If we use the sample rule on page A-2, we can write

a = Itu (inl) AI g,(in2)
or

a = tu (inl) - (EQ 1-2)

depending on the operator we are using.

The weight a describes how much the rule applies. If both input values exactly match the
fuzzy values u and v, we assume that the rule should apply fully, and aX will be exactly
a = 1. If one or both of the conditions are not met (,tx (iny) = 0), the rule shouldn't be
used in determining the output of the FLC, and accordingly c = 0. Between these
extreme situations, the weight will assume values in the range from zero to one.

We now use ai and combine it with the output value (consequent) wi of the rule to form
the rule's effective output value aci * wi. The same operators - intersection and algebraic
product - are used here. The use of these operators in determining the effective output is
demonstrated in Figure A-3.

Figure A-3 The effect of the weight a on the consequent of a rule depending on the used operator
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Fuzzy Inference

Since we have determined the effective outputs ai • wi of all rules, we now have to com-

bine them to yield the overall output of the rule-base. This is usually performed using the
union operator:

xvy = max {x,y} (EQ 1-3)

A-3



Thus, the fuzzy result of the rule-base OUt r,,ab.g can be written as

OutulabUe (X) = max jai 0 Wi (x)W} for all (x e U)
i (EQ 1-4)

Example

The example in Figure A-4 represents an FLC with two input variables, A and B, and one
output variable, C. The rule-base consists of two rules. The effect of each rule is repre-
sented horizontally.

The membership functions for A are depicted on the left side: Al and A2 might represent
values like small and medium, for example. The value x0 is the value of the first input
variable, A, and the dashed vertical may be used to determine the values of the member-
ship functions AI (x0 ) and A2 (Xo). The same process is applied to the second input vari-
able B, where the value Yo determines B1 (yo) and B2 (Yo)-

Figure A-4 Example for fuzzy inference
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This example uses the intersection (win) operator to combine the membership function

values of the antecedents. Thus the weights for both rules are computed as

M1 = min (AI (xo), BI (yo)) = BI (yo)

%2 = min (A2 (Xo), B2 (Y0 )) = A2 (Xo) (EQ i-5)

The output variables Ci are scaled by a, (product operator). The resulting fuzzy output of
the FLC is obtained by combining both scaled output variables using the max-operator
The final result, the output of the FLC, is represented in the rightmost diagram.
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Defuzzification

Since an FLC is used to control a physical process, the fuzzy output of the FLC, as shown
in Figure A-4, has to be converted into a crisp value, like the position of a valve, the volt-
age for a motor, etc.

The majorly employed conversion method is the computation of the center of gravity
(COG) of the resulting fuzzy value:

output = 4con W x Q 1-6)
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